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       Teaching Scheme


     L: 4  T: 0
Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

      40%
Course Objectives:

1. To provide a clear understanding of basics of Operating System. 

2. To understand the concepts of Processes, Threads, CPU Scheduling, Physical and Virtual Memory, I/O and File Systems.

3. To evaluate different Protection and Security mechanisms in Operating Systems.

Course Contents:

Unit I: Introduction








    (08 Hrs)
OS objectives and functions, Evolution and types of OS – Simple Batch Systems, Multiprogrammed Batch System, Time Sharing System, Distributed system, Cluster system, Templated system, Embedded system, Real time system  

OS services, System calls, Types of system calls, System programs, OS design and implementations, OS structure, Virtual machine.

Unit II: Processes and threads






    (06 Hrs)
Process concept, Process states, Process description, Process control,  Operations on process, Interprocess communication, Communication in Client – Server systems, Thread concept, Multithreading  models, Thread libraries, Threading issues.

Process scheduling, Scheduling criteria, Scheduling algorithms, Thread scheduling, Multiprocessor scheduling, Real- time scheduling.
Unit III: Process Synchronization






    (06 Hrs)

Background, The Critical-Section Problem, Hardware support, Semaphores, Monitors, Message passing, Classic problems of Synchronization, Synchronization examples
Deadlocks : System model, Deadlock characterization, Methods for handling deadlocks, Deadlock prevention, Deadlock avoidance, Deadlock detection, Recovery from deadlock.
Unit IV: Memory Management 






    (06 Hrs)

Background, Requirements, Memory partitioning, Swapping, Contiguous memory allocation, Paging, Page table, Segmentation, Segmentation with Paging. 

Virtual Memory, Hardware and control structure, Demand paging,  Page Replacement, Allocation of Frames, Thrashing, Operating-System Examples 

Unit V: I/O Systems 








    (08 Hrs)

I/O hardware, I/O devices, Organization of the I/O function, OS design issues, I/O buffering, Disk structure, Disk scheduling, RAID, Application I/O interface, Kernel I/O subsystem.

File System : File concept, Access methods, Directory structure,  File system structure, File system implementation, Allocation methods, Free space management.

Unit VI: Protection and Security






    (06 Hrs)

Goals of protection, Principles of protection, Domain of protection, Access matrix, Implementation of access matrix.

The security problem, Program threats, System and Network threats, User authentication. 
Outcomes: By the end of the course student will be able to:
1. Understand Operating System Structure, Operations and Services, Process Concept,  

     Multithreaded Programming, Process Scheduling and Synchronization.  

2.  Apply the Concepts of Virtual Memory Management and File Systems. 

3. Analyze the Secondary Storage and I/O Systems.

4. Evaluate Memory Allocation, Disk Scheduling Policies, also different Protection and  

     Security Mechanisms in Operating System.

5. Implement CPU Scheduling and Page Replacement Algorithms.

Text Books
1.  “Operating System Concepts “ by Abranhan Silberschatz, Peter B Galvin, Greg Gagne (8th Edition, Wiley), ISBN: 978-81-265-2051-0.
2. “Operating Systems  Internals and Design Principles” by William Stallings, ( 7th Edition,  Pearson) ISBN 978-93-325-1880-3.
Reference Books 
1. “Operating Systems” by Milan Milenkovic ( 2nd Edition , Tata McGraw Hill)

        ISBN: 0-07-044700-4.
2. “Modern Operating Systems” byAndrew S. Tanenbaum (3rd Edition, Prentice Hall   

      of India ) ISBN: 978-81-203-3904-


3. “Operating Systems” by Achyut S. Godbole( 3rdEdition,Tata McGraw Hill ) ISBN   

                 : 0-07-462129-7


4. “Understanding Operating System” by Ann McIver McHoes, Ida M. Flynn   

                   (CENGAGE Learning) ISBN-13 : 978 -81 -315 -2156 -4
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                                            Teaching Scheme


          P: 2
Evaluation

Continuous Evaluation
ESE

Minimum Passing Marks
Scheme


30 Marks

70 Marks

     40%

Term Work:
1. Instructor will frame programming assignments based on the suggested list of assignments using C/C++ language.
2. Instructor is expected to incorporate variations in list.
3. Students will submit term work in the form of a journal that will include at least 10 practical assignments.

4. Practical examination will consist of performance and viva-voce examination based on the term work.
The assessment will be based on the following –
1. Performance in the practical examination.

2. Record of programs submitted by the candidate. 

3. Setting goals higher than expected from the problem statement.

4. Innovation & Creativity. 
5. Team building skills.

6. Technical writing skills.
Suggested list of assignment
1. Study of laboratory environment: Hardware specifications, software specifications.

2. Programs using system calls, library function calls to display and write strings on 
    standard output device and files.

3. Write a program for error reporting using errno, perror( ) function.

4. Write a program for process creation and inter process communication.

5. Write a program to simulate process scheduling algorithms like FCFS, Shortest Job  

     First and Round Robin.

6. Write a program to simulate page replacement algorithms like FIFO, Optimaland LRU.

7. Write a program to implement deadlock detection algorithm.

8. Write a program to implement Bankers' algorithm.

9. Write a program to implement of reader-writer problem.

10. Write a program to implement thread synchronization using semaphores.

11. Write a program to implement producer-consumer problem.

12. Write a program to implement of static partitioning and dynamic partitioning of

      memory.

13. Write a program to implement simple encryption and decryption technique.

14. Study and comparison of different operating systems.
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         L: 3  T: 1
Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
Course Objectives:

1. To understand the fundamental notion of computation.

2. To study the range of formal models of computations with varying expressiveness and efficiency of analysis.

3. To understand the limitations of computations.

Course Contents:

Unit I: Introduction to Set Theory





                (06 Hrs)

Set - Definition, Finite and infinite set, Countability of a set, Cardinality of a set, set operations, Closure of a set.

Basic concepts - Symbols, Alphabet, String, Language, Difference between natural and formal language. Recursive definition of regular expression, Algebraic laws for regular expressions, Equivalence of regular expressions with finite automata, Regular set, Closure Properties of regular language, Pumping lemma for regular languages. Regular Expressions in UNIX, Applications of regular expressions - Lexical analysis, finding pattern in text.
Unit II: Finite Automata (FA):





                (08 Hrs)

Deterministic and Non-deterministic FA, Equivalence of NFAs and DFAs, NFA with ε- moves, Minimization of DFA, Equivalence of regular expression and FA, Arden’s Theorem and its application,  FA with output - Definition, Models, Interconversion, Application of FA – Text search, Recognizing a Set of Keywords.

Unit III: Grammars & Production systems



                (08 Hrs)

Definition of CFG, Designing context-free grammars, Derivation trees, Ambiguous grammar, inherently ambiguous grammar, removing ambiguity, Chomsky hierarchy, Regular grammar - definition, Left linear & right linear Regular Grammar, Inter-conversion between left linear and right linear regular grammar. Regular grammar and Finite Automata,, Simplification of CFG, Application of CFG – YACC parser, XML and Document-Type Definitions.

Unit IV: Properties of Context Free Languages


                            (06 Hrs)

Context Free Language (CFL) - definition, Normal forms - Chomsky Normal Form (CNF), Griebach Normal Form (GNF), closure properties of CFL, Pumping lemma for CFL, CYK algorithm for testing membership in a CFL.

Unit V: Pushdown Automata




                            (06 Hrs)

Definition - PDA, Non-deterministic PDA, Acceptance by final state and empty store, construction of PDA, Equivalence between pushdown automata and context-free grammars, Multi-stack PDA, Introduction to Grammar systems and distributed Automata – CD (Cooperative distributed) grammar system, PC (Parallel Computing) Grammars.

Unit VI: Turing Machines






                (06 Hrs)

TM construction, Composite and Iterative TM, Universal TM, TM as enumerator, Variations of TM – Two-way Infinite Tape TM, Multi-tape TM, Linear Bounded Automata, Recursive sets, Recursively Enumerable Sets, Church’s Turing Hypothesis, Halting problem. Undeciadability- Codes for Turing Machines, Notion of Undecidable problems, Rice’s theorem, Post’s correspondence problem (PCP). 

Outcomes: By the end of this course, student will be able to:
1. Understand the concepts of automata, formal grammars and languages.

2. Identify the capabilities and limitations of computing machine. 
3. Model various kinds of real-time problems.
Text Books

1. "Introduction to Automata Theory, Languages and Computations," by John E. Hopcroft, Rajeev Motwani and J.D.Ullman, (2nd Edition, Addison Wesley) ISBN-13:978-0201441246, ISBN-10: 0201441241

2. “Introduction to the Theory of Computation”; M.Sipser, 2nd Edition, Cengage Learning ISBN-13:978-81-315-1750-5
Reference Books
1. "Introduction to the Languages and the Theory of Computation", by John.C.martin, Third edition, Tata McGrawHill, 2003, ISBN-13: 978-0073191461 .

2. “Introduction to Formal Languages, Automata Theory and Computation”, by Kamala Krithivasan, Rama R. (Pearson Education India) ISBN 978-81-317-2356-2.

3. “Introductory Theory of Computer Science”, E.V.Krishnamurthy, East-West Press Publication Ltd., ISBN:-81-85095-13-2

4. "An Introduction to Formal Language and Automata", by Peter Linz, 4th Edition, Narosa Publishing house, 2006, ISBN 13: 9789380853284.

5. “Theory of Computer Science”, K.L.P.Mishra, N.Chandrasekaran, 2nd Edition, Prentice-Hall of India Pvt.Ltd., ISBN-81-203-1271-6
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Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
Course Objectives: 
1. To study basic concepts of conceptual database design and use them in the generation of database schema       

2. To learn the relational model and issues with relational database design.

3. To formulate SQL queries in database.
4. To explore indexing and query processing.
Course Contents:
Unit I: Introduction







                (08 Hrs)

Database-system applications, Purpose of database systems, View of data, Database languages, Relational databases, Database design, Data storage and querying, Database architecture, Database users and administrators, History of database systems

Relational Model: Structure of relational databases, Fundamental relational-algebra operations, Additional relational-algebra operations, Extended relational-algebra operations, Null values, Modification of the database, Tuple calculus

        

Unit II: SQL 









    (07 Hrs)

Background, Data definition, Basic structure of SQL queries, Set operations, Aggregate functions, Null values, Nested subqueries, Views, Modification of the database, Joined relations

Advanced SQL: SQL data types and schemas, Integrity constraints, Authorization
Unit III: Database Design and the E-R Model



                (05 Hrs)
Overview of the design process, The entity-relationship model, Constraints, Entity-relationship diagrams, Weak entity sets, Extended E-R features, Database design for banking enterprise










Unit IV: Relational Database Design and Storage and File Structure

    (08 Hrs)

Features of good relational designs, Atomic domains and first normal form, 2NF, Decomposition using functional dependencies, Functional-Dependency theory, Decomposition using functional dependencies, Decomposition using multivalued dependencies.

Unit V: Indexing and Hashing



                  

    (07 Hrs)
Tree-structured indexing: intuition for tree indexes, ISAM, B+ trees- search, insert, delete, duplicate

Hash-based Indexing: Static hashing, Extendible hashing, Linear hashing, Extendible vs Linear hashing, 

Unit VI: File Structure







    (05 Hrs)

File organization, Organization of records in files, Data Dictionary. 
Query Processing: Overview, Measures of query cost, Selection operation, Join operation, Other operations, Evaluation of expressions.

Outcomes: By the end of this course, student will be able to:
1. Understand the functional components of DBMS.       
2. Devise queries using relational algebra and SQL.
3. Apply the normalization concepts in designing databases. 
Text Books

1. “Database System Concepts", Silberschatz A., Korth H., Sudarshan S., 5th Edition, Tata  McGraw Hill Publishers, 2006, ISBN 007-124476-X.
2. "Database Management Systems", Ramkrishna R., Gehrke J., 3rd Edition, Tata

McGraw-Hill 2003, ISBN 0-07- 123151 –X.

Reference Books

1. "Fundamentals of Database Systems", Elmasri R., Navathe S., 4’th Edition, Pearson Education, 2003, ISBN 8129702282.
2. “Database Management System- A Practical Approach”, Rajiv Chopra, 4th Revised Edition 2014, S. Chand Publication, ISBN 81-219-3245-9  
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Evaluation

Continuous Evaluation
ESE

Minimum Passing Marks
Scheme


30 Marks

70 Marks

     40%

Term Work:

1. Instructor will frame practicals based on the suggested list of experiments. 
2. Instructors are expected to incorporate variations in list.

3. Students will submit Term Work in the form of a journal that will include at least 10 experiments from the list given below. Each experiment will consists of pseudo-algorithm, program listing with proper documentation and printout of the output.

4. Practical Examination will consist of Performance and Viva-Voce Examination based on the term work.

The assessment will be based on the following –

1. Performance in the practical examination

2. Record of programs submitted by the candidate.

3. Setting goals higher than expected from problem statement.

4. Innovation & Creativity.

5. Team building skills


6. Technical writing skills
Suggested List of Assignments

The following Practical Assignments should be carried out using a Relational Database Management Systems such as Oracle / MySQL / DB2 / MS SQL Server and C/C++/Java etc.

1. Draw ER diagrams (Approximately 5) for different schemas & Convert them into tables (Assume any suitable schema). Apply normalization. Display constraints.

2. Study of Query Language.

3. Design the relational database for any of the ER Model from assignment No.1 using SQL.

4. Insert and Modify Database: Write a SQL to insert data in tables created in assignment 3 and store data in separate File / Table. Implement insert operation as transaction.

5. View Data: Write SQL to view table data. Accept table attribute for ordering dynamically.

6. Create Views, Indexes, Sequences, and Synonyms.

7. Design SQL queries using Aggregate operators.

8. Design SQL queries using Set Operator.

9. Design SQL queries using Single Row Functions.

10. Design SQL queries using all types of Joins.

11. Design SQL queries using all types Sub-Query and View.

12. Canonical cover & Closure: For given a set of functional dependencies find canonical cover & closure.

13. Write program to implement B+ Tree Index ( n=3 or n = 5).

14. Write program to implement Static Hashing.

15. Create users in database environment and provide privileges to them.
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L:  4   T: 0
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ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
Course Objectives: 

1. To understand the basic structure of computer.
2. Enhancing the understanding of program performance.

3. Understanding of ISA to improve system performance.

Course Contents:

Unit I: Introduction








    (06 Hrs) 
Organization and Architecture, Structure and Function, Computer Components, Computer Function, Interconnection Structures, Bus Interconnection, PCI, Addressing modes, Instruction set, RISC, CISC, ALU design.   





           

Unit II: Computers Performance and Arithmetic




    (08 Hrs)

Operations of the Computer Hardware, Operands of the Computer Hardware, Representing Instructions in the Computer, Floating point, Assessing and Understanding Performance: Introduction, CPU Performance and Its Factors, Evaluating Performance.
Unit III: The Processor: Datapath and Control




    (06 Hrs)

Logic Design Conventions, Building a Datapath, A Simple Implementation Scheme, A Multicycle Implementation, Basic concepts hard wired control, Micro programmed control, Exceptions.

Unit IV: Enhancing Performance with Pipelining




    (06 Hrs)

An Overview of Pipelining, A Pipelined Datapath, Pipelined Control, Data Hazards and Forwarding, Data Hazards and Stalls, Branch Hazards.

Unit V: Exploiting Memory Hierarchy





    (08 Hrs)

Introduction, Basics of Caches, Measuring and Improving Cache Performance, Virtual Memory, A Common Framework for Memory Hierarchies.
Unit VI: Storage and Other Peripherals





    (06 Hrs)

Disk storage and Dependability, Buses and Other Connections between Processors, Memory, and I/O Devices, Interfacing I/O Devices to the Processor, Memory, and Operating System, Designing an I/O System.
Outcomes: By the end of this course, student will be able to:
1. Explain how arithmetic and logical operations are performed by computers.
2. Understand digital computers organization and explain the basic principles and operations of different components.
3. Evaluate the performance of CPU, memory and I/O operations.

Text Books

1. David A. Patterson, John L. Hennessy, Computer Organization and Design: The Hardware/ Software Interface, 3rd edition, Morgan-Kaufman publisher, ISBN: 978-81-8147-534-3.

Reference Books

      1.  “Computer Organization and Architecture- Designing for performance”, William 
             Stallings, Eighth Edition, Pearson Education, ISBN: 978-81-317-3245-8.

      2. “Computer Architecture and Organization”, John P. Hayes, McGraw Hill, Third Edition,  

           1998, ISBN 0-07-115977-5.
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      L: 3    T:0
Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
 Course Objectives

1. To understand basic concepts of coding theory
2. To learn about basic source coding and channel coding techniques
3. To understand the concept of entropy and information communication

Unit I: Information Theory






                (06 Hrs)
Introduction, Measure of information, Average information content of symbols in long independent sequences, Average information content of symbols in long dependent sequences. Mark-off statistical model for information source. 

Unit II: Source Coding






                (07 Hrs)
Entropy and information rate of mark-off source, Encoding of the source output, Shannon’s encoding algorithm. Communication Channels, Discrete communication channels, Continuous channels.

Unit III: Fundamental Limits on Performance


                            (07 Hrs)

Source coding theorem, Huffman coding, Discretememory less Channels, Mutual information, Channel Capacity. Channel coding theorem, Differential entropy and mutual information for continuous, ensembles, Channel capacity Theorem.
Unit IV: Introduction to Error Control Coding


                            (07 Hrs)

Introduction, Types of errors, examples, Types of codes Linear Block Codes: Matrix description, Error detection and correction, Standard

arrays and table look up for decoding.

Unit V:                                                                                                                           (06 Hrs)

Binary Cycle Codes, Algebraic structures of cyclic codes, Encoding using an (n-k) bit shift

register, Syndrome calculation. BCH codes. 
Unit VI:                                                                                 


                (07 Hrs)

RS codes, Golay codes, Shortened cyclic codes, Burst error correcting codes. Burst and

Random Error correcting codes.
Outcomes: By the end of this course, student will be able to:
1. Various source coding techniques 

2. Entropy and Mark-off statistical model.

3. Various error detecting codes 

Text Book
1. “Digital and analog communication systems”, K. Sam Shanmugam, John Wiley,  ISBN-13: 978-0132915380, ISBN-10: 0132915383.

2. “Digital communication”, Simon Haykin, John Wiley, 2003, ISBN: 978-0-471-62947-4.

Reference Books:
1. “Information Theory and coding  and Cryptography”, Ranjan Bose, TMH, II edition, 2007, ISBN, 0070669015, 9780070669017.

2. “Digital Communications - Glover and Grant”; Pearson Ed. 2nd Ed 2008, ISBN 10: 0130893994 ISBN 13: 9780130893994. 

3. “Information Theory and Coding” , Jones and Jones, Springer Publications, ISBN 978-1-85233-622-6.
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        L: 3   T:0
Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
Course Objectives:
1. To learn the fundamentals of Java programming.

2. To write programs using object-oriented paradigm in Java.
3. To apply object-oriented programming paradigm for solving the specified problem.
Course Contents:

Unit I:  





                                                    (07 Hrs)

Java Evolution: Java history, Java features, How Java differs from C and C++. 

Java Platform and Program Structure: Java, Java Runtime Environment, Architecture of JVM, Characteristics of Java, Java Program Structure, Commands for running Java Program, Code Conventions, Constants, Variables and Data Types, Operators and Expressions, Decision Making and Branching, Decision Making and Looping, Classes, Objects and Methods, Arrays, Strings and Vectors.

Unit II:
                                                                                                                (07 Hrs)

Interfaces: Multiple Inheritance: Introduction, Defining Interfaces, Extending Interfaces, Implementing Interfaces, Accessing Interface Variables.

Packages: Putting Classes Together: Java API Packages, Using System Packages, Naming Conventions, Creating Packages, Accessing a Package, Using a Package, Adding a class to a Package, Hiding Classes.

Unit III:                                                                                                                         (06 Hrs)                                                                

Managing Input/ Output Files in Java: Concept of Streams, Stream classes, using Streams.
Multithreaded Programming: Creating Threads, Extending the Thread class, Stopping and Blocking a thread, Life Cycle of a Thread, Using Thread Methods, Thread Exceptions, Thread Priority, Synchronization, Implementing the ‘Runnable’ Interface, Inter-thread Communication.

Managing Errors and Exceptions: Types of Errors, Exceptions, Syntax of Exception Handling Code, Multiple Catch Statements, Using Finally Statement, Throwing Our Own Exceptions, Using Exceptions for Debugging.

Unit IV:                                                       
                                                                (06 Hrs)

Applet Programming: How Applets differ from Applications, Preparing to Write Applets, Building Applet Code, Applet Life Cycle, Creating an Executable Applet, Designing a web page, Applet Tag, Adding Applet to HTML File, Running the Applet, Passing Parameters to Applets, Event Handling.

.
Unit V:



                                                                            (07 Hrs)

Graphics Programming: The Graphics class, Lines, Rectangles, Circle, Ellipse, and Drawing Arcs, Drawing Polygons.

Swing: Applets, Applications and Pluggable Look and Feel, Text Fields, Buttons, Toggle Buttons, Checkboxes, and Radio Buttons.
Unit VI: 




                                                                (07 Hrs)

Swing: Viewports, Scrolling, Sliders, Lists, Table and Trees, Combo Boxes, Progress Bars, Tooltips, Separators, Layered Panes, Tabbed Panes, Split Panes, Menus, Toolbars.
Outcomes:   By the end of course the students will be able to:

1. Understand the principles and practice of object oriented analysis and design in the construction of robust, maintainable programs which satisfy their requirements.

2. Competence to design, writes, compile, test and execute straightforward programs to address various software problems.

3. Be aware of the need and importance for a professional approach to design and good documentation to the finished programs.

Text Books:

1. “Programming With Java” by E Balgurusamy, Fourth Edition, Tata McGraw Hill  Education, ISBN-13:978-0-07-014169-8.
2. “Object-Oriented Programming with JAVA” by Rajkumar buyya, S. Thamarai Selvi, Xingchen, Tata McGraw Hill Education Private Limited, ISBN13:978-0-07-066908-6.
Reference Books:
1. “Java 2 Programming Black Book” by Steven Holzner, Fifth Edition,Paraglyph Press, Dremtech Press, ISBN-978-81-7722-655-3.

2. “The Complete Reference Java2” by Herbert Schildt, 5th Edition, Tata Mcgraw Hill. ISBN-13:978-0-07-049543-2.
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MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
Course Objectives: 

1. To learn fundamental concepts of number theory.

2. To write clear, precise mathematical proofs.

3. To apply number theory knowledge to the problems in cryptography.

4. To explore current research problems in number theory.
Course Contents:

Unit I:
Divisibility and Primes





 
    (06 Hrs)
Divisibility, Division algorithm, Greatest common divisor(gcd), Euclidean algorithm, Linear Diophantine equations, Prime numbers, Fundamental theorem of arithmetic, Distribution of primes, twin primes, Goldbach conjecture, Primality testing and factorization.
Unit II: Congruences







    (08 Hrs)
Modular arithmetic, Linear congruences, Simultaneous linear congruences, Chinese Remainder Theorem, An extension of the Chinese Remainder Theorem (with non-coprime moduli), Arithmetic modulo p, Fermat's little theorem, Wilson's theorem, Pseudo-primes and Carmichael numbers, Solving congruences modulo prime powers
Unit III: Euler’s function & Primitive roots




    (06 Hrs)

Definition of Euler’s function, examples and properties, Multiplicative property of Euler's function, Euler’s theorem, RSA cryptography, the order of an integer Modulo n, primitive roots for primes, Composite Numbers numbers having primitive roots, Discrete logs & Indices.

Unit IV: Quadratic Residues and Quadratic Forms



    (08 Hrs)

Quadratic residues, Legendre symbol, Euler's criterion, Gauss lemma, law of quadratic reciprocity, Quadratic residues for prime-power moduli and arbitrary moduli, Binary quadratic forms, equivalent forms, Sum of two squares, Sum of more than two squares, Fermat's Last Theorem.
Unit V: Continued Fractions     






    (06 Hrs)

Finite continued fractions, recurrence relation, Euler's rule, Convergents, infinite continued fractions, representation of irrational numbers, Periodic continued fractions and quadratic irrationals, Solution of Pell's equation by continued fractions.
Unit VI: Arithmetic Functions    






    (06 Hrs)

Definition and examples, multiplicative functions and their properties, Perfect numbers, Mobius function and its properties, Mobius inversion formula, Convolution of arithmetic functions, The Riemann Zeta Function.

Outcomes: By the end of this course, students will be able to:
1. Know the fundamentals of number theory and quadratic reciprocity

2. Write rigorous mathematical proof and will have developed a repertoire of proof techniques.

3. Solve linear Diophantine equations.

4. Encode and decode messages with public key cryptography
Text Books:
1. “Elementary Number Theory”, by G.A. Jones & J.M. Jones, Springer Under Graduate    Mathematics Series. ( ISBN-10: 3540761977 ,   ISBN-13: 978-3540761976 )
2. “Elementary Number Theory”, by David Burton, 7th  Edition, McGraw Hill Education  

      India Private Limited. ( ISBN-10: 1259025764 ,  ISBN-13: 978-1259025761)

Reference Books:
1.  “Introduction to the Theory of Numbers”, by Niven, H.S. Zuckerman &                           H.L. Montgomery, 5th Edition, Wiley India Private Limited. (ISBN-10: 8126518111 ,   ISBN-13: 978-8126518111 )
2. “A Course in Number Theory and Cryptography”, by Neal Koblitz,  Springer, 2nd Edition, ( ISBN-10: 1461264421 ,  ISBN-13: 978-1461264422 )
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Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
Course Objectives: 

1. Students will learn the Fundamental of Combinatorics

2. Students will learn fundamental rules of Probability, discrete and continuous distributions, and statistical methods most commonly used in Computer Science and Software Engineering. 

3. Students will be introduced to stochastic processes, Markov chains, statistical inference, and Monte Carlo methods and will apply the theory and methods to the evaluation of queuing systems and computation of their vital characteristics.

Unit I:










    (07 Hrs)

Introduction to Combinatorics, Permutations, Combinations, Generating permutation and combinations, The Binomial Coefficients

Unit II:









    (07 Hrs)

 Introduction. Events and outcomes, Probability rules, Conditional probability,  Independence, Bayes' Rule. Law of Total Probability.

Unit III:









    (07 Hrs)
Random variables and random vectors, Joint and marginal distributions. Expectation and variance, Discrete distributions: Bernoulli, Binomial, Geometric, and Poisson.

Unit IV:









    (07 Hrs)

Continuous distributions and densities, Uniform, Exponential, Gamma, Normal, Central Limit Theorem andNormal approximations.

Unit V:









    (07 Hrs)

Stochastic processes: concepts and classifications, Bernoulli process, Poisson process. Discrete-time queuing systems, Bernoulli single-server queuing process

Unit VI:








                (07 Hrs)
Limited and unlimited capacity. Continuous-time queuing processes, M/M/1 system and its steady state. Statistical inference. Parameter estimation, Confidence intervals and hypothesis testing.
Outcomes: By the end of this course, students will be able to:

1. Know the fundamentals of Combinatorics and probability.

2. Able to do  statistical analysis of any real time problem 

Text Books

1. Introductory Combinatorics (Fifth Edition) by Richard A. Brualdi Prentice-Hall (Pearson) 2010, ISBN-13: 978-0136020400.
2. Probability and Statistics for Computer Scientists, by M. Baron, CRC Press (2007) or second edition (2013),  ISBN-10: 1439875901.
Reference Books

1. Probability and Statistics with Reliability, Queuing, and Computer Science Applications, by K. Trivedi, John Wiley and Sons, New York, second edition (2002), ISBN: 978-0-471-33341-8.
2. Concepts in Probability and Stochastic Modeling, by J. J. Higgins and S. Keller-McNulty, Wadsworth Publishing House (1995), ISBN-10: 0534231365. 

3. Probability and Statistics for Engineering and the Sciences, seventh edition (2008) or eighth edition (2011), by J. L. Devore, Duxbury, ISBN-10: 1305251806.
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         Teaching Scheme

               P: 4
Evaluation

Continuous Evaluation
ESE

Minimum Passing Marks
Scheme


30 Marks

70 Marks

     40%

Term Work:
1. Instructor will frame programming assignments based on the suggested list of assignments using Java language.
2. Instructor is expected to incorporate variations in list.
3. Students will submit term work in the form of a journal that will include at least 18-20 practical assignments.

4. Practical examination will consist of performance and viva-voce examination based on the term work.
The assessment will be based on the following –
1. Performance in the practical examination.

2. Record of programs submitted by the candidate. 

3. Setting goals higher than expected from the problem statement.

4. Innovation & Creativity. 
5. Team building skills.

6. Technical writing skills.
Suggested List of Assignments:
It should consist of minimum 18 practical experiments based on the above syllabus covering the following list of assignments:

1. Write a program to implement Vector class and its methods.

2. Class and Method Implementation by-

· Method overloading

· Constructor overloading

· Static members in methods

· Inner Classes(Use any application)

3. Implementation of multiple inheritance using Interface.

4. To write a java program to handle the situation of exception multi inheritance.

5. Implementation of Packages.

6. Exception handling for-

· Divide by Zero error

· Null values

· Data entry

7. Implementation of multithreading.

8. Write a java program which shows the use of yield(),stop(), and sleep() methods. 

9. Program to scroll the banner using Applet.

10. Write a program to draw bar chart using Applet.

11. Program using Applet to illustrate event handling with interactive radio buttons to control font style of text field. Also provide a textbox wherein the user may enter font size.

12. Write a program to draw line, rectangle, circle, ellipse, polygon by using Graphics Class methods.

13. Design 8-digit calculator using AWT package and layout manager.

14. W rite a program to create and display Frame.

15. Write a program to demonstrate mouse events.

16. Write a program to demonstrate keyboard events.

17. GUI Design using Swing package-

· Login and Password verification

18. Write a program to draw table using swing package.

19. Write a program to draw tree using swing package.

20. To write a java program to implement the concept of the Dining Philosopher problem.
21. To write a java program to implement the concept of the producer consumer problem.
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L: 1 P: 2      

Evaluation

Continuous Evaluation
ESE

Minimum Passing Marks
Scheme


30 Marks

70 Marks

     40%

Course Objectives: 

1. Understanding basic hardware of computer.

2.  Fault finding of input/output devices. 

3. Troubleshooting of input/output devices.

4.  Proper connection of input/output devices. 

Course Contents:

Unit I: Motherboard & Its Component 







CPU – Concept like address lines, data lines, internal registers, Modes of operation of CPU– Real mode, IA-32 mode, IA-32 Virtual Real Mode, Process Technologies-, Dual Independent Bus Architecture, Hyper Threading Technologies & its requirement, Processor socket & slots, Chipset basic, chipset Architecture, North / South bridge & Hub Architecture, Latest chipset for PC, Overview & features of PCI, PCI–X, PCI express, AGP bus, Logical memory organization, conventional memory, extended memory, expanded memory. Overview & features of SDRAM, DDR, DDR2, DDR3, Concept of Cache memory: L1 Cache, L2 Cache, L3 Cache, Cache Hit & Cache Miss. BIOS – Basics & CMOS Set Up. Motherboard Selection Criteria.

Unit II: Storage Devices & Interfacing.







Recording Techniques: FM, MFM, RLL, perpendicular recording, Hard Disk construction and working. Terms related to Hard Disk: Track, sector, cylinder, cluster, landing zone, MBR, zone recording, write pre-compensation. Formatting: Low level, High level & partitioning. FAT Basics: Introduction to file system, FAT 16, FAT 32, NTFS, Hard Disk Interface: Features of IDE, SCSI, PATA, SATA, Cables& Jumpers. CD ROM Drive: Construction, recording.(Block diagram), DVD: Construction, Recording. (Block Diagram), Blue-ray Disc specification.
Unit III: Display Devices & Interfacing







CRT: Block diagram & working of monochrome & color Monitor, Characteristics of CRT Monitor : DOT Pitch, Resolution, Horizontal Scanning frequency, Vertical scanning frequency, Interlaced Scanning, Non-Interfaced scanning , Aspect ratio. LCD Monitor: - Functional Block Diagram of LCD monitor, working principle, Passive matrix, Active matrix LCD display. Touch Screen Display – The construction and working principle. Plasma Display Technology: - Construction & working principle. Basic Block Diagram of Video Accelerator card.

Unit IV: Input and Output Devices








Keyboard: Types of key switches: Membrane, Mechanical, Rubber dome, Capacitive, optoelectronic and interfacing. Mouse: Opto-mechanical, optical (New design), Scanner: Flat Bed, Sheet-fed, Handheld: Block diagram of flat Bed and specifications, OCR, TWAIN, Resolution, Interpolation. Modem: Internal and External: Block diagram and specifications. Printer: Printer Characteristics, Dot matrix, Inkjet, Laser: block diagram and specifications.

Unit V: Power Supplies









Block diagram and working of SMPS. Signal description and pin-out diagram of AT and ATX connectors. Power supply characteristics: Rated wattage, Efficiency, Regulation, Ripple, Load regulation, Line regulation. Power problems: Blackout, Brownout, surges and spikes. Symptoms of power problems. Protection devices: circuit breaker, surge suppressor. Uninterrupted Power Supply, ONline and OFFline UPS, working of UPS: Block diagram, advantages and disadvantages, Ratings.

Unit VI: Interfaces










SCSI, SCSI cables and connectors, SCSI drive configuration. USB features. RS 232 : (Voltages and 9 pin description) Centronics  (interface  diagram,  important  signals  and  timing waveform) Firewire features PC Troubleshooting, Maintenance and Tools: POST: POST sequence, Beep codes, visual display codes. Preventive maintenance: Active, Passive, periodic maintenance procedure. Diagnostic Tools: logic Analyzer, logic probe. Diagnostic software for trouble shooting PC. BGA workstation and its applications for reballing of north bridge and south bridge.
Course Outcomes:

1. Should be able to assemble and configure computer hardware.

2. Troubleshoot problems related to hardware.

Reference Books

1. ‘Upgrading & Repairing PCs’ by Scott Muller, Pearson. ISBN: 978-0-7897-5610-7
2. ‘The Complete PC Upgrade & Maintenance guide’ by Mark Minasi, Wiley India. ISBN: 9788126506279
3. ‘PC Upgrade and Repair’ by Barry Press and Maricia Press, Wiley India.ISBN: 978-0-76457317-0
4.  ‘Bigelow’s Troubleshooting, Maintaining & Repairing PCs’ by Begelow Tata McGraw Hill. ISBN: 978-0070473676
5. ‘Managing & Troubleshooting PCs’ by Mike Meyers, Scott Jernigan by Tata McGraw Hill. ISBN: 978-0-470-04180-2
6. ‘Computer Installation & Servicing’ by D.Balasubramanian, Tata McGraw Hill. ISBN: 9780070591189
Note: This course is having only Lab sessions, no theory classes are assigned. Hence the faculty is required to conduct the Lab sessions based on the above contents. The Lab sessions should include hands-on practicals sessions/demonstrations/hardware installations and configurations for contents of above six units. The student should prepare journal with the above specified contents. A comprehensive practical list on the above syllabus is provided below.

Term Work:

1. Instructor will frame programming assignments based on the suggested list of assignments.
2. Instructor is expected to incorporate variations in list.
3. Students will submit term work in the form of a journal that will include at least 08-10 practical assignments.

4. Practical examination will consist of performance and viva-voce examination based on the term work.
The assessment will be based on the following –
1. Performance in the practical examination.

2. Record of programs submitted by the candidate. 

3. Setting goals higher than expected from the problem statement.

4. Innovation & Creativity. 
5. Team building skills.

6. Technical writing skills.
List of Practical: 

1. Identify and draw the motherboard layout of Intel i3 processor and understand connection and layout of the H67 or P67chipset. 

2. Perform Basic Input/output System (BIOS) setting and configuration setup using   Complementary Metal Oxide Semiconductor (CMOS).

3.   Format, partition and install a Hard Disk Drive (HDD) and format a pen drive.

4. Understand layout, characteristics and functions of different components of Hard Disk Drive (HDD) as a storage device. 

5.  Install Video Graphics Array (VGA) or Super Video Graphics Array (SVGA) display cards.

6.   Install and understand the working of printer.

7.   Install and understand the working of Input/output devices such as scanner and  modem.

8. Connect Switched Mode Power Supply (SMPS) and identify different parts of SMPS. Understand the working of SMPS and Uninterrupted Power Supply (UPS). 

9. Use diagnostic software to identify installed computer peripherals and test their working condition. 

10. Find faults related to Monitor, CPU, Hard disk, Printer and other peripherals. 

11. Assemble PC and install an operating system. 
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     L: 3  T: 0
Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
Course Objectives: 

1. To study current software engineering practices to develop software systems.

2. To understand software design and architecture documents.
3. To apply approaches for verification and validation including static analysis, and reviews.
4. To explore the role of project management including planning, scheduling, risk management.
  
Course Contents:

Unit I:
Introduction
to Software Engineering 




    (07 Hrs)

Professional software development, Software engineering ethics, Software process models, Process activities, Coping with change, The rational unified process, Agile methods, Plan-driven and agile development, Extreme programming, Agile project management, Scaling agile methods.

Unit II: Requirements Engineering






    (07 Hrs)

Functional and non-functional requirements, The software requirement document, Requirement specification, Requirement engineering processes, Requirements elicitation and analysis, Requirement validation, Requirement management, System modeling: Context models, interaction models, Structural models, Behavioral models, Model-driven engineering.
Unit III: Design Engineering






    (06 Hrs)

Architectural design decisions, Architectural views, Architectural patterns, Application architectures, Design and implementation: Object-oriented design using the UML, Design patterns, Implementation issues, Open source development
Unit IV: Software Testing                          





    (07 Hrs) 

Development testing, Test-driven development, Release testing, User testing, Software evolution: Evolution processes, Program evolution dynamics, Software maintenance, Legacy system management.

Unit V: Project Management






    (06 Hrs)
Risk management, Managing people, Teamwork, Project Planning: Software pricing, Plan-driven development, Project scheduling, Agile planning, Estimation techniques.

Unit VI: Quality Management 






    (07 Hrs)
Software quality, Software standards, Reviews and inspections, Software measurement and metrics, Change management, Version management, System building, Release management,  Process improvement : Process, Process improvement, Process analysis, Process change, The CMMI process improvement framework.
Outcomes: By the end of this course, students will be able to:
1. Investigate and improve the specification of a software system.
2. Design system, component of process to meet desired needs within realistic constraints.
3. Identify, formulate and solve engineering problems.
4. Conduct standard tests and measurements.
Text Books

1. “Software Engineering”, by Ian sommerville 9th Ed, Addison-Wesley 2011, ISBN 0137035152. 
2. “Software Engineering – A Practitioner’s Approach” by Roger S. pressman ( 7th Edition, Tata McGraw  Hill Publication, 2010, ISBN: 978-007-126782-3.  
Reference Books

1.  Pankaj Jalote “An Integrated Approach to Software Engineering”, 3rd Edition, Springer, 2005, ISBN: 038720881X.
2. Mall R., "Fundamentals of Software Engineering", 2nd Edition, Prentice Hall India, 2004,  ISBN: 9788120338197.
3. Vliet H., "Software Engineering Principles and Practices", 2nd Edition, John Wiley & Sons, 2000, ISBN-10: 0471975087.
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       L:3     T:1
Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
Course Objectives: 

1. To emphasis on solving problems, universally encountered in designing a language translator, regardless of the source or target machine.

2. To understand, design and implement various phases of compiler.
3. To introduce students to the techniques used in designing and writing compiler.
Course Contents:

Unit I: Introduction                                                                                                      (06 Hrs)

Introduction: Language Processors, Structure of a Compiler, Compiler Construction Tools, Analysis and Synthesis Model of Compiler, Cross Compiler, Incremental Model, Bootstrapping. Lexical Analysis: Role of the Lexical Analyzer, Input Buffering, Specification of Tokens, Recognition of Tokens, Finite Automata, From Regular Expression to Automata, Lexical Analyzer Generator Lex, Design of Lexical Analyzer Generator. 
Unit II
: Syntax Analysis - Top Down Parsing:




    (07 Hrs)

Introduction, Context Free Grammars(CFG), Concept of parsing, Parsing Techniques ,Top-Down Parsers : Introduction, Predictive Parsing - Removal of left recursion, Removal of left factoring, Recursive Descent Parsing, FIRST and FOLLOW ,Predictive LL( 1) grammar, Nonrecursive Predictive  Parsing

Unit III: Syntax Analysis - Bottom Up Parsing:                                                        (07 Hrs)

Introduction, Reduction,Handle Pruning,Shift-Reduce Parsing and their Conflicts, Introduction to LR parsing : LR Parser, SLR(1), LR(1), and LALR(1) Grammars.
Unit IV: Syntax directed definitions & Intermediate code generation :

    (06 Hrs)
Syntax directed definitions, Inherited and synthesized attributes, Evaluation Order of SDD, dependency graph, Ordering the Evaluation of Attributes, S-attributed Definition, L-attributed Definitions, Applications of Syntax -Directed Translations. 

Intermediate code generation: Variants of syntax trees, Three address codes, Types and declarations, Translation of Expression, Type checking, Control flow, Backpatching.

Unit V:  Code Optimizations






    (07 Hrs)

Introduction, Machine Independent Optimization, Machine: Various Optimizations: Common Sub-expressions, Copy propagation, Dead-code elimination, Loop Optimizations, Code Motion, Induction variables and reduction in strength, Redundant –instruction elimination
Unit VI: Run-Time Memory Management & Code generation:                             (07 Hrs)
Storage Organization, Stack allocation of space, Access to non local data on the stack, Heap Management.
Issues in design of code generator, The target language, Addresses in target code, Basic blocks and flow graphs, Optimizations of Basic Blocks, Peephole Optimization, Register allocation and assignment.
Outcomes: By the end of this course, students will be able to:
1. Acquire knowledge in different phases and specifying different types of tokens by lexical analyzer and also able to use the compiler tools like Lex, YACC etc.
2.   Acquire the knowledge of modern compiler and its features.
3.   Learn the code optimization techniques to improve the performance of a program in  

      terms of speed & space.
Text Books

      1. “Compilers - Principles, Techniques and Tools”, A.V. Aho, M.S. Lam, Ravi Sethi and J.D.   

            Ullman, Second Edition, Pearson Education, ISBN 978-81-317-2101-8.

      2. “Compiler Design”, Rajkumar Sing Rathor & Sandeep Saxena,  S. Chand     

            Publishing, 2013, ISBN 9788121998505.

Reference Books

      1. “Compiler Construction Principles and Practice” Kenneth C. Louden PWS Publishing 
            Company, 1997 (now a part of Cengage Learning) ISBN 0-534-93972-4

      2. “Compiler Design”, O.G. Kakde, Forth Edition, University Science Press, ISBN  

            8170083831

      3. “Compiler Design”, Santanu Chattopadhyay, Prentice Hall of India, 2005, ISBN 81-203-  

            2725-X

     4. “Compiler Construction”, Barret, Bates, 2nd edition Couch, Galgotia, ISBN 09574- 

            21765.
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       L: 4   T:0
Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
Course Objectives

1. To understand basic concepts of data and computer communication as a foundation of Computer Networks.

2. To learn about basic connecting devices, such as Ethernet, Modems, Cables or other transmission Mediums.

3. To understand the concept of flow control, error control and protocols in wired and wireless LAN 

4. To provide students with in-depth knowledge of data link layer fundamental such as error detection, correction and flow control techniques; multiple access control techniques.
Unit I: Introduction








    (07 Hrs)

Data Communications, Data Networking, A Communications Model , 3 Data Communications   Networks.

Protocol Architecture: The Need for Protocol Architecture, the TCP/IP Protocol Architecture, The OSI Model, Standardization within a Protocol Architecture, 

Data Transmission: Concepts and Terminology, Analog and Digital Data Transmission, Transmission Impairments, Channel Capacity 
Unit II: Transmission Media






    (06 Hrs)

Guided Transmission Media, Wireless Transmission, Wireless Propagation, Line-of-Sight Transmission

Signal Encoding Techniques: Digital Data and Digital Signals , Digital Data and Analog Signals, Analog Data and Digital Signals, Analog Data and Analog Signals.

Unit III: Digital Data Communication Techniques



    (07 Hrs)

Asynchronous and Synchronous Transmission, Types of Errors, Error Detection, Error Correction, Line Configurations
Data Link Control Protocols: Flow Control, Error Control, High-Level Data Link Control (HDLC).
Unit IV: Multiplexing





                            (06 Hrs)

Frequency-Division Multiplexing, Synchronous Time-Division Multiplexing, Statistical time-Division Multiplexing, Asymmetric Digital Subscriber Line, xDSL
Spread Spectrum: The Concept of Spread Spectrum, Frequency Hopping Spread Spectrum, Direct Sequence Spread Spectrum, Code-Division Multiple Access

Unit V: Circuit Switching and Packet Switching



                (07 Hrs)

Switched Communications Networks, Circuit Switching Networks, Circuit Switching Concepts, Softswitch Architecture, Packet-Switching Principles, X.25, Frame Relay 

Local Area Network: Background, Topologies and Transmission Media, LAN Protocol Architecture, Bridges, Layer 2 and Layer 3 Switches
Unit VI: High-Speed LANs






                (07 Hrs)

The Emergence of High-Speed LANs, Ethernet, Fiber Channel. 
Wireless LANs: Overview of Wireless LAN Technology, IEEE 802.11 Architecture and Services, IEEE 802.11 Medium Access Control, IEEE 802.11Physical Layer, IEEE 802.11 Security Considerations

Outcomes: By the end of this course, students will be able to:
1. Basics data communication and two lower layers i.e. physical and data link layers.

2. Networking building blocks such as Ethernet, Cables and modems.

3. The conflicting issues and resolution techniques in data transmission.

4. The setting up of a network environment with all the necessary data communication components, procedure and techniques that make it functional

5. The different types of network topologies and protocols.
 Text Books
1. “ Data and computer Communication” ,William Stalling, 8th Edition, Pearson Education, 2009, ISBN 0-13-243310-9.

2. “ Data Communications and Networking”, Beherouz A. Forouzan, 4th Edition, Tata McGraw Hill, 2006. ISBN 13: 978-0-07-063414-5

Reference Books

1. "Data Communications and Networks", Godbole A., Tata McGraw-Hill Publications, ISBN, 0070472971, 9780070472976.
2. "Communication Networks - Fundamental Concepts and Key Architectures", Garcia L., Widjaja I., 2nd edition, Tata McGraw-Hill, 2000, ISBN-10: 0070228396; ISBN-13: 978-0070228399.
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        P: 2
Evaluation

Continuous Evaluation
ESE

Minimum Passing Marks
Scheme


30 Marks

70 Marks

     40%

Term Work:
1. The instructor will frame programming assignments based on the suggested list of assignments.

2. Instructors are expected to incorporate variations in list. 

3. Students will submit term work in the form of a journal that will include at least 08-10 practical assignments. Each programming assignment will consists of pseudo-algorithm, program listing with proper documentation and a printout of the output. 

4. Practical examination will consist of performance and viva-voce examination based on the term work. 

The assessment will be based on the following –
1. Performance in the practical examination.

2. Record of programs submitted by the candidate. 

3. Setting goals higher than expected from the problem statement.

4. Innovation & Creativity. 
5. Team building skills.

6. Technical writing skills.
Suggested List of Practical
1. Study of Switches and hubs in your campus.

2. Study of LAN /WAN of your college/ institute campus.

3. Connect two or three computers using wired media (available in your Lab).

4. Data transfer using stop and wait protocol

5. Implement Go-Back-N sender algorithm

6. Implement Go-Back-N receiver algorithm
7. Implement in C linear block codes.

8. Implement in C cyclic codes.

9. Implement in C checksum.

10. Study of Ethernet card.

11. Study of IEEE 802.3 and IEEE 802.11 standards.

12. Study of Fast Ethernet (for ex. 1000Base-CX)

13. Study of the gigabit Ethernet. (1000Base-Sx)

14. Study of Guided media,

15. Study of Coaxial cable
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               L: 3   T: 0

Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

 40%
Course Objectives: 

1. To understand the basic concepts, design and structure of the UNIX operating system.

2. To implement various system calls.
3. To acquire skills in UNIX Shell programming.

4. To learn basics of UNIX system administration.
Course Contents:

Unit I: Introduction







                (06 Hrs)
General overview of the system - History, System structure, User perspective, Operating system services, Assumption about hardware, 

Introduction to the KERNEL - Architecture of UNIX OS, Introduction to system concepts, Kernel data structure, System administration.

Unit II: The Buffer Cache






                (08 Hrs)
Buffer headers, Structure of the buffer pool, Scenarios for retrieval of a buffer, Reading and writing disk blocks, Advantages and disadvantages of cache.

Internal Representation of Files: I-nodes, Structure of the regular file, Directories, Conversion of a pathname to i-node, Super block, I-node assignment to a new file, Allocation of disk blocks, Other file types.
Unit III: System calls for the file System   





    (06 Hrs)

Open, Read, Write, File and Record Locking, Adjusting the position of FILE I/O-LSEEK, Close, File Creation, Creation of Special File, Change Directory and Change Root, Change Owner and Change Mode, Stat and Fstat, Pipes, Dup, Mounting and Un-mounting file systems, Link, Unlink, File System Abstractions, File system maintenance

Unit IV: The Structure of process






    (08 Hrs)

Process stages and transitions, layout of system memory, The context of a process, Saving context of a process, Manipulation of the process address space. 

Process Control: Process creation, Signals, Process termination, Awaiting process termination, Invoking other programs, The user id of a process, The shell, System Boot and the Init process. 

Unit V: Process Scheduling and Time





    (06 Hrs)

Process Scheduling, System call for time, Clock.

Memory management policies: Swapping, Demand passing, A hybrid system with demand paging and swapping

Unit VI: The I/O Subsystem






    (06 Hrs)

Driver interfaces, Disk drives, Terminal drivers, Streams. 

Inter-Process communication: Processing Tracing, System V IPC, Network communications, Sockets
Outcomes: By the end of this course, students will be able to:
1. Learn UNIX structure, commands, and utilities.
2. Describe and understand the UNIX file system.
3. Write shell scripts in order to perform shell programming.
4. Acquire knowledge about text processing utilities, process management and system operation of UNIX.

Text Books

1.  Maurice. J. Bach, “The Design of the UNIX operating System”, PHI. ISBN-13: 978-8120305168.  

Reference Books
1. Sumitabha Das, “Unix concepts and administration” 4th Edition – Tata McGraw Hill. ISBN-13: 978-0070635463.
2. Robert Love, “Linux System Programming” SPD, O’ REILLY. ISBN-13: 978-9351107729.
3. Richard Stevens, “UNIX Network Programming”, PHI. ISBN-13: 978-0139498763
4.  John Muster, “UNIX made easy”, 3rd Edition, TMH Edition. ISBN-13: 9780072193145.
5. Meeta Gandhi,Rajiv Shah,Tilak Shety,Vijay Mukhi , “The C Odyssey: UNIX-The Open Boundless C” BPB Publications. ISBN-13: 978-8170291657.
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            P: 2
Evaluation

Continuous Evaluation
ESE

Minimum Passing Marks
Scheme


30 Marks

70 Marks

     40%

Term Work:
1. The instructor will frame programming assignments based on the suggested list of assignments.

2. Instructors are expected to incorporate variations in list. 

3. Students will submit term work in the form of a journal that will include at least 10 practical assignments. Each programming assignment will consists of pseudo-algorithm, program listing with proper documentation and a printout of the output. 

4. Practical examination will consist of performance and viva-voce examination based on the term work. 

The assessment will be based on the following
1. Performance in the practical examination.

2. Record of programs submitted by the candidate. 

3. Setting goals higher than expected from the problem statement.

4. Innovation & Creativity. 
5. Team building skills.

6. Technical writing skills.
Suggested List of Assignments:
1. Introduction to shell and execute simple shell programs.

2. To execute Shell programs using Decision making statements.
3. To execute Shell programs using Loop Control statements.
4. Study & demonstration of how the Linux Kernel implements and Manages files. 

5. Study & demonstration of User Buffer I/O - Observe practically by writing ‘C’ program.

6.  Study and demonstration of Advanced File I/O.
7.  Study and demonstration of Unix Process. Management – from process creation to process termination.

8. Study and Demonstration of the File and Directory Management.

9. Study and demonstration of Memory Management.

10. Study and Demonstration of Signals.

11. Study and configure DHCP server.

12. Study of different RAID levels and configuration of RAID partitions.
13. Configuration of yum.
14. Study and configure FTP server.
15. Study and configure Proxy server / SQUID.
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MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
Course Objectives: 

1. To introduce basic concepts of Digital Signal Processing and filter design.

2. To study the fundamentals of Fourier transform, Z transform and Digital filter structures.

3. To develop the foundation for modeling of signal, prediction and estimation theory.

Course Contents:

Unit I: Introduction








    (06 Hrs) 

Anatomy of digital filter, frequency domain description of signals and systems, application of DSP.   





           




Unit II: Discrete time description of signals and systems



    (07 Hrs)

Discrete time sequences, superposition principal for linear systems, unit sample response, time invariant systems, stability criterion for discrete time systems, causality criterion for discrete time systems, linear constant coefficient difference equations
Unit III: Fourier transform of discrete time signals



    (07 Hrs)

Definition of Fourier transform, its properties, properties of FT for real valued sequences, use of FT, FT of special sequences, inverse FT, FT of product of two sequences, sampling a continuous function to generate a sequence, reconstruction of continuous time signals from discrete time signals.
Unit IV: Discrete Fourier Transform





    (06 Hrs)

Definition of DFT, computation of DFT, its properties, circular convolution, performing linear convolution with DFT, DIT and DIF algorithms for FFT, Comments about FFT and its performance, other realizations of DFT.
Unit V: Z Transform







    (08 Hrs)

Definition and its properties, system function of a digital filter, combining filter sections to form complex filters, digital filter implementation from system function, complex z plane, ROC in Z plane, determining filter coefficients from singularity locations, geometric evaluation of Z transform in z plane, relation of Z transform to FT, Z transform of symmetric sequences, Inverse Z Transform.
Unit VI: Digital filter structures






    (06 Hrs)

Filter categories, Direct form First & second Form structures, cascade and parallel combinations of second order sections, linear phase FIR filter structures, frequency sampling structure for FIR filter FIR and IIR filter design techniques and inverse filtering.

  Outcomes: By the end of this course, students will be able to:
1. Apply knowledge of Mathematics, Science, and Engineering to the analysis and design of digital system.

2. Identify, formulate and solve Engineering problems in the area signal processing.
3. Use the techniques, skills, and modern Engineering tools such as MATLAB.
 Text Books

1. Roman Kuc, Introduction to Digital Signal Processing, McGraw Hill Publication,  

     ISBN: 978-81-7800-168-3.

 Reference Books

1. R. G. Lyons, “Understanding DSP”, Addison Wesley publication, ISBN: 978-0-13-702741-5. 
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Continuous Evaluation
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Scheme


30 Marks

70 Marks

     40%

Term Work:
1. Instructor will frame programming assignments based on the suggested list of assignments using C language/MATLAB.
2. Instructor is expected to incorporate variations in list.
3. Students will submit term work in the form of a journal that will include at least 08 to 09 practical assignments.

4. Practical examination will consist of performance and viva-voce examination based on the term work.
The assessment will be based on the following
1. Performance in the practical examination.

2. Record of programs submitted by the candidate. 

3. Setting goals higher than expected from the problem statement.

4. Innovation & Creativity. 
5. Team building skills.

6. Technical writing skills.
Suggested list of assignment
1. Program for calculating 1-D linear convolution and circular convolution.
2. Program to find N-Point Discrete Fourier Transform (DFT) & Inverse Discrete Fourier Transform (IDFT).
3. To implement DIT - FFT algorithm.
4. To implement DIF - FFT algorithm.
5. Program to find poles and zeros of transfer function.
6. Program to design Butterworth IIR  low pass filter.
7. Program to design Chebyshev-I low pass filter.
8. Design and implementation of FIR filter using Windowing.
9. Design  and Implementation of IIR filter using bilinear transform.
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        Teaching Scheme

   
        L:4    T:0

Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
Course Objectives:

1. Learning a Python language for expressing computations.

2. Learning about the process of writing and debugging a program in Python

3. Understand the principles of object-oriented programming using the logical constructs of the Python language.
Course Contents:

Unit 1:
Planning the Computer Program: Concept of problem solving, Problem definition, Program design, Debugging, Types of errors in programming, Documentation.   (3L) Techniques of Problem Solving: Flowcharting, decision table, algorithms, Structured programming concepts, Programming methodologies viz. top-down and bottom-up programming.  

Unit II
: 


                                                                                        (08 Hrs)
Introduction  to Python:    Introduction  to Python interpreter, Byte code  compilation, Python Virtual Machine, Python implementation alternatives-  Cpython, Jpython, Ironpython, How to run Python programs, Running file with command line, Executable scripts. 
Types and Operators: Build in types, Python core data types,  Strings- Sequence operations, Immutability, Type specific methods, other ways to code string, Pattern matching. Lists-type specific operations, Bound checking, Nesting, Comprehensions, Dictionaries mapping  operation,  Iteration and optimization
Unit III: Numeric Types







    (07 Hrs)
Numeric type basics, Numeric literals, Built in numeric literals, Python expression operators- Mixes operators follow operator precedence, parenthesis group sub expression, Numbers in action, Statement and syntax- If test and syntax rules, while and for loops,  Iterations. 

List:  Creating lists, Accessing elements of list, Negative list indices, List slicing [Start: end], List slicing with step size, Python built-in functions for lists, The list operator, List comprehensions, List methods, List and strings, Splitting a string in list.
Unit IV: String







                (08 Hrs) Introduction, The index operator, Access characters via negative index, Traversal with
for loop, Traversal with a while loop, The string slicing operator [start: end], string slicing with step size, various methods of str (String) class, Testing string, Searching substring in a string, Methods to convert a string to another string, Stripping unwanted characters from a string, Formatting string.
Functions: Introduction, Arguments and parameters, Positional arguments, Keyword  arguments, Precautions while using keyword arguments,  Parameter with default values, The local scope of variable, The return statement, Returning multiple values.
Unit V:








                (07 Hrs)

Classes and methods: An introduction to object-oriented programming in Python. How to create new objects, overload operators, and utilize Python special methods. Basic principles of object oriented programming: Operator overloading, Polymorphism, Inheritance.
Unit VI:









    (08 Hrs)

Python- Database Access:  MYSQLdb,  Installing MYSQLdb, Database connection, Creating database table,  Database operation- Insert, Update, Delete, Commit, Rollback. 

Graphical User Interface in Python:  GUI Basics,  Tkinter widgets- Button, CheckButton,  
Frame,  Label, Labelframe, RadioButton, Scrollbar, Progress bar.
Outcomes: By the end of this course, students will be able to:
1. Understand the Python program development environment.
2. Understand the principles of Object-oriented programming with well-written modular code.
3. Solve problems with well-documented programs in the Python language, including the use of the logical constructs of that language.
Text Books
1. “Python: The Complete Reference” by Martin C. Brown (McGraw Hill Education), ISBN - 978-0072127188

2. “Learning with Python: How to Think Like a Computer Scientist”  by Allen Downey  (Dreamtech Press),  ISBN-978-9351198147
3. “Learning Python: Powerful Object-Oriented Programming” by Lutz M (Shroff publishing  Fifth edition) ISBN- 978-935110201
4. “How to Solve It by Computer” by Droomy (Pearson Education; 1 edition), ISBN : 978-8131705629
Reference Books
1. “Head First Python” by Barry Paul (Author) (Shroff publication First edition)ISBN-                              978-9350231883
2. “Think Python” by Allen B. Downey (Shroff publisher, First edition) ISBN-13: 978-9350238639
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                   Teaching Scheme

      P: 2
Evaluation

Continuous Evaluation
ESE

Minimum Passing Marks
Scheme


30 Marks

70 Marks

     40%

Term Work:
1. The instructor will frame programming assignments based on the suggested list of assignments.

2. Instructors are expected to incorporate variations in list. 

3. Students will submit term work in the form of a journal that will include at least 08-10 practical assignments. Each programming assignment will consists of pseudo-algorithm, program listing with proper documentation and a printout of the output. 

4. Practical examination will consist of performance and viva-voce examination based on the term work. 

The assessment will be based on the following –
1. Performance in the practical examination.

2. Record of programs submitted by the candidate. 

3. Setting goals higher than expected from the problem statement.

4. Innovation & Creativity. 
5. Team building skills.

6. Technical writing skills.
  Suggested List of Assignment

1. Getting started with Linux, learn basic commands, and directory structure, execute files and directory operations.

a. Review redirection, pipes, filters and job control.
b. Review file ownership, file permissions, links and file system hierarchy.
2. Getting started with Python 

a. Learn the basic types and control flow statements.
b. Learn about functions - Definition, default arguments, multiple return values, variable arguments.

c. Learn Python’s data structures - lists, dictionaries, and tuples, in detail.
3. Learn to build simple Python apps: Learn about modules, imports, listing module contents, standard modules.
4. Learn about string formatting and file I/O: Learn about errors, exceptions and exception handling.
5. Learn to access My SQL databases from Python: Learn the Decimal datatype.
6. Learn Object Oriented Programming in Python: Learn operator overloading and inheritance.
7. GUI Programming

a. Get started with GTK+.

b. Learn to create widgets and associate callbacks.
c. Learn about packing using boxes and tables.
d. Learn to write simple applications using the GTK+ toolkit.
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        Teaching Scheme


         L: 4      T:0
Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

       40%
Course Objectives

1. To provide students with a good understanding of the concepts and methods of linear algebra, described in detail in the syllabus. 
2. To help the students develop the ability to solve problems using linear algebra. 

3. To connect linear algebra to other fields both within and without mathematics. 

4. To develop abstract and critical reasoning by studying logical proofs and the axiomatic method as applied to linear algebra. 

Unit I: Matrices and vectors






    (07 Hrs)
Matrices. Matrix addition and scalar multiplication. Matrix multiplication. Matrix algebra. Matrix inverses. Powers of a matrix. The transpose and symmetric matrices. Vectors: their addition, subtraction, and multiplication by scalars (i.e. real numbers). Graphical interpretation of these vector operations Developing geometric insight. Inner products and norms in Rn: inner products of vectors (also called dot products), norm of a vector (also called length), unit vectors. Applications of inner products in Rn: lines, planes in R3, and lines and hyperplanes in Rn. 

Unit II: Systems of linear equations




                (07 Hrs)
Systems of linear equations. Systems of linear equations, elementary row operations, and reduced echelon form. Homogeneous systems and null space Matrix inversion and determinantsMatrix inverses. Elementary matrices. Determinants. Results on determinants. Matrix inverse using cofactors. Rank, range and linear equationsThe rank of a matrix. Rank and systems of linear equations. Range. 

Unit III: Vector spaces







    (07 Hrs)

Fields. Vector spaces. Subspaces. Linear span Linear independence, bases and dimension Linear independence. Bases. Coordinates. Dimension. Basis and dimension in Rn. Linear transformations and change of basis, Linear transformations. Range and null space. Coordinate change. Change of basis and similarity 

Unit IV: Diagonalisation






                (08 Hrs)

Eigenvalues and eigenvectors. Diagonalisation of a square matrix. Applications of diagonalization, Powers of matrices. Systems of difference equations. Linear systems of differential equations, Inner products and orthogonality, Inner products. Orthogonality. Orthogonal matrices. Gram-Schmidt orthonormalisation process Orthogonal diagonalisation and its applications Orthogonal diagonalisation of symmetric matrices. Quadratic forms. 

Unit V: Direct sums and projections                                                                          (06 Hrs)

The direct sum of two subspaces. Orthogonal complements, Projections. Characterizing projections and orthogonal projections. Orthogonal projection onto the range of a matrix. Minimizing the distance to a subspace. Fitting functions to data: least squares approximation. 

Unit VI: Complex matrices and vector spaces                  


                (06 Hrs)

Complex numbers. Complex vector spaces. Complex matrices. Complex inner product spaces. Hermitian conjugates. Unitary diagonalisation and normal matrices. Spectral decomposition. 

Outcomes: By the end of this course, students will be able to:
1. Solve problems using linear algebra.

2. Know a number of applications of linear algebra.
3. Follow complex logical arguments and develop modest logical arguments. 

Text Book
1. Linear Algebra, Concepts and Methods, by Martin Anthony and Michele Harvey. Cambridge University Press, 2012. ISBN 978-0-521-27948-2.

2. Introduction to Linear Algebra. Strang, Gilbert. 4th ed. Wellesley, MA: Wellesley-Cambridge Press, February 2009. ISBN: 9780980232714. (MIT Open courseware)

Reference Books
1. Linear Algebra, David Cherney, Tom Denton and Andrew Waldron, First Edition. Davis California, 2013.

2. Linear Algebra and its Applications, by David C. Lay. Addison-Wesley, 2005. ISBN 978-0321287137.
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        Teaching Scheme


        L: 4    T: 0
Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

     40%
Course Objectives:

1. To teach students methods for modeling of systems using discrete event simulation. Emphasis of the course will be on modeling and on the use of simulation software. 
2. The students are expected to understand the importance of simulation in IT sector, manufacturing, telecommunication, and service industries etc. 
3. By the end of the course students will be able to formulate simulation model for a given problem, implement the model in software and perform simulation analysis of the system.
Course Contents:

Unit I: Introduction to Simulation and Modeling



                (08 Hrs)

Simulation – introduction, appropriate and not appropriate, advantages and disadvantage, application areas, history of simulation software, an evaluation and selection technique for simulation software, general – purpose simulation packages. System and system environment, components of system, type of systems, model of a system, types of models and steps in simulation study.
Unit II: Manual Simulation of Systems





    (08 Hrs)

Simulation of Queuing Systems such as single channel and multi channel queue, lead time demand, inventory system, reliability problem, time shared  Computer model, job-shop model.

Discrete Event Formalisms: Concepts of discrete event simulation, model components, a discrete event system simulation, simulation world views or formalisms, simulation of single channel queue, multi channel queue, inventory system and dump truck problem using event scheduling approach.
Unit III: Statistical Models in Simulation




                (08 Hrs)

Overview of probability and statistics, useful statistical model, discrete distribution, continuous distribution, empirical distribution and Poisson process.

Queueing Models: Characteristics of queueing systems, queueing notations, long run measures of performance of queueing systems, Steady state behavior of Markovian models (M/G/1, M/M/1, M/M/c) overview of finite capacity and finite calling population models, Network of Queues. 

Unit IV: Random Number Generation





    (07 Hrs)

Properties of random numbers, generation of true and pseudo random numbers, techniques for generating random numbers, hypothesis testing, 13 various tests for uniformity (Kolmogorov-Smirnov and chi-Square) and independence (runs, autocorrelation, gap, poker).Random Variate Generation: Introduction, different techniques to generate random

variate:- inverse transform technique, direct transformation technique, convolution method and acceptance rejection techniques. 

Unit V: Input Modeling                                                                                               (08 Hrs)

Introduction, steps to build a useful model of input data, data collection, identifying the distribution with data, parameter estimation, suggested estimators, goodness of fit tests, selection input model without data, covariance and correlation, multivariate and time series input models. Verification and Validation of Simulation Model: Introduction, model building, verification of simulation models, calibration and validation of models:- validation process, face validity, validation of model, validating input-output transformation, t-test, power of test, input output validation using historical data and Turing test.
Unit VI: Output Analysis: 
   





                (06 Hrs)

Types of simulations with respect to output analysis, stochastic nature of output data, measure of performance and their estimation, output analysis of terminating simulators, output analysis for steady state simulation.
Outcomes: By the end of this course, students will be able to:
1. Understand the computer simulation need.

2. Implement and test a variety of simulation and data analysis libraries and programs.
3. Build tool based on system simulation need and models.

Text Book
1. Banks J., Carson J. S., Nelson B. L., and Nicol D. M., “Discrete Event System Simulation”, 3rd edition, Pearson Education, 2001. ISBN 10: 0130887021 ISBN 13: 9780130887023.
 Reference Books
1. Gordon Geoffrey, “System Simulation”, 2nd edition, PHI, 1978,  ISBN 10: 0138817979 ISBN 13: 9780138817978.

2. Law A. M., and Kelton, W. D., “Simulation Modeling and Analysis”, 3rd edition, McGraw-Hill, 2000, ISBN-13: 978-0073401324 ISBN-10: 0073401323.
3. Narsing Deo, “System Simulation with Digital Computer”, PHI, ISBN 10: 8120300289 ISBN 13: 9788120300286.
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          Teaching Scheme


            P: 2
Evaluation

Continuous Evaluation
ESE

Minimum Passing Marks
Scheme


30 Marks

70 Marks

     40%

Term Work:
1. The instructor will frame programming assignments based on the suggested list of assignments.

2. Instructors are expected to incorporate variations in list. 

3. Students will submit term work in the form of a journal that will include at least 08-10 practical assignments. Each programming assignment will consists of pseudo-algorithm, program listing with proper documentation and a printout of the output. 

4. Practical examination will consist of performance and viva-voce examination based on the term work. 

The assessment will be based on the following –
1. Performance in the practical examination.

2. Record of programs submitted by the candidate. 

3. Setting goals higher than expected from the problem statement.

4. Innovation & Creativity. 
5. Team building skills.

6. Technical writing skills.
Suggested List of Assignment 
The experiments should be implemented using Excel, simulation language like GPSS and/or any simulation packages. Case studies from the reference book can be used for experiment.

1. Single Server System

2. Multi serve system like Able – Baker

3. (M, N) - Inventory System

4. Dump Truck Problem

5. Job-Shop Model

6. Manufacturing System

7. Cafeteria

8. Telecommunication System

9. Uniformity Testing

      10. Independence Testing
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        Teaching Scheme


     L: 2      
Evaluation 


MSE 


ESE 

Minimum Passing Marks

Scheme


20 Marks 

80 Marks 

40%
Course Objectives: 

The students should

1. Develop a deep sense of analysis towards solving a problem

2. Supplement his/her problem solving skills

3. Develop critical thinking

4. Boost his/her ability to work with numbers

5. Augment a student’s attention to detail

6. Enhance their spoken and written English Language 

Unit 1 focuses on the enhancement of English Language levels of the students. 

Unit 2 focuses on the development of sense of analysis, numerical ability and arithmetical reasoning. 

Unit 3 works on improving the attention to detail and critical reasoning/thinking of the student. It helps in the improvement of the student’s ability to think creatively and generate new ideas. It helps develops the ability of students to logically deduct inferences. 

Course Contents:

Unit I:
English








   (05 Hrs.)

Sentence completion, Error Correction, Reading Comprehension 

Unit II: Quantitative Aptitude






   (08 Hrs.)

Number Systems, Averages, Percentages, Ratio and Proportion, Time Work and Distance, Permutations and Combinations, Probability 

Unit III: Data Interpretation and Logical Reasoning



   (07 Hrs.) 
Data Analysis, Analytical Puzzles, Verbal Reasoning, Non Verbal Reasoning, Critical Reasoning
Outcomes: By the end of the course the student should be able to:
1. Identify, construct and compute numerical situations by work with numbers

2. Conceive and develop a methodology for analyzing and solving a problem

3. Analyze and interpret data

4. Develop and modify attention to detail

5. Define, modify and apply critical thinking to real time situations

6. Construct and design a structured approach to solving a given analytical situation.
This subject will also help in developing the ability to solve situations and problems in exams such as Common Aptitude Test (conducted by the IIMs), GRE, GMAT and the aptitude part of GATE.

Text Books

1.  “A Modern Approach to Logical Reasoning” by R. S. Agrawal (8th Edition, Chand& Company Ltd.) ISBN-9971-51-283-1.
2.  “High School English Grammar and Composition” by Wren and Martin (Multicolor  

      Edition, S. Chand& Company Ltd.) ISBN-81-219-2197-X
4. “Magical Book on Quicker Maths” by M Tyra (DSC Publication) ISBN 978-8190458924
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       Teaching Scheme


     L:  2   P: 2

Evaluation

Continuous Evaluation
ESE

Minimum Passing Marks
Scheme


30 Marks

70 Marks

     40%

Course Objectives:

1. Design and implement object oriented programming design and methods through creation and use of classes in Java applications and applets.
2. Using Swing package for Advanced GUI Creation
3. Read/Write data to database using JDBC.
4. To learn the client server interactions using socket programming and Remote Method Invocation (RMI) server.
5. To explain students various Enterprise JavaBean (EJB) concepts including entity beans, session beans, bean managed persistence (BMP), and container managed persistence (CMP).
Course Contents:

Unit I: Java Database Connectivity (JDBC)
                                                    (04 Hrs)

Introduction, Types of JDBC drivers, Configuration of JDBC Connection, JDBC update & Query operations.

Unit II: Socket Programming                                                                                      (05 Hrs)

Socket Programming and java .net class, TCP/IP and UDP Socket Programming.

Unit III: RMI Programming                                                                                       (06 Hrs)     

RMI Development Life Cycle, Implementing an RMI Client and Server.                                                           

Servlet: Servlet  Overview  and  Architecture,  Servlet  and HTTPServlet Interface, Servlet  Life  Cycle,  Servlet deployment Handling HTTP  get  Requests,  Handling  HTTP  post  Requests,  
Unit IV: Servlet                                 



                            (05 Hrs)     

Redirecting Requests  to  Other  Resources,  Session Tracking, Cookies, Session Tracking with HttpSession.
Unit V: Java Server Pages                                                                                           (05 Hrs)

Java Server  Pages  Overview, A  First  Java Server  Page  Example, Implicit Objects, Scripting, Standard Actions, Directives, Custom Tag Libraries

Unit VI: Enterprise Java Beans





                (05 Hrs)

Preparing a Class to be a JavaBean, Creating a JavaBean, JavaBean Properties, Types of beans, State full Session bean, Stateless Session bean, Entity bean

Outcomes: By the end of the course the student should be able to:
1. Document and package a Java application 

2. Use many of the new enhancements added to the Java API
3. Use assertions to write robust Java code.
4. Write TCP/IP Client Server applications using sockets.
5. Execute methods on a remote object using RMI.
6. Perform database queries and updates using JDBC.
7. Reuse of classes using JAVA Beans.
Text Books

1. “Object-Oriented Programming with JAVA” by Rajkumar buyya,S. Thamarai Selvi, Xingchen Chu, Tata McGraw Hill Education Private Limited, ISBN13:978-0-07-066908-6
2. “JAVA How to Program” by Deitel & Deitel,sixth edition, PHI publication, ISBN-81-203-2800-0.
Reference Books

1. “Java 2 Programming Black Book” by Steven Holzner, Fifth Edition,Paraglyph Press, Dremtech Press, ISBN-978-81-7722-655-3.

2. “The Complete Reference Java (Seventh Edition)”by Herbert Schildt, 7th Edition, Tata Mcgrew Hill.
Term Work:
1. Instructor will frame experiments based on the suggested experiments in Advance JAVA as given below. 
2. Instructors are expected to incorporate variations in list.

2.  Students will submit Term Work in the form of a journal that will include at least    

     08-10 experiments from the list given below. Each experiment will consists of pseudo                 

     algorithm, program listing with proper documentation and printout of the  output.

3. Practical Examination will consist of Performance and Viva-voice Examination 
     based on the term work.

The assessment will be based on the following 
1. Performance in the practical examination

2. Record of programs submitted by the candidate.

3. Setting goals higher than expected from problem statement.

4. Innovation & Creativity.

5. Team building skills

6. Technical writing skills
Suggested List of Assignments
1.  Write a program that connects to a database and retrieves records from table.

2.  Write a Java application, which connects to a database and Writes records to


    table.

3.  Write a java application, which uses CallableStatement to call stored


    procedure in java.

4.  Write a Java application, which uses PreparedStatement to retrieve records

     from a table.

5.  Write a program in java, which uses ResultSetMetadata.

6.  Write a client Server / Program which uses TCP socket.

7.  Write a client Server / Program which uses UDP socket.

8.  Write a client Server / Program which calls a procedure associated with an object            stored at remote server.

9.  Study of a Web server.



a. Installation



b. Configuration



c. Deployment

10.  Demonstrate life cycle methods of servelet.

11.  Write program using HttpServletRequest/Response objects.

12.  Write a program for session management in Servlets using Cookies

13.  Write a program for session management in Servlets using HttpSession

14.  Write a program for session management in Servlets using Hidden Form Fields.

15. Create a JSP page, which will displays no of hits.

16. Write a program to implement the applications of JavaBeans.
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           Teaching Scheme


     P : 2
Evaluation

Continuous Evaluation
ESE

Minimum Passing Marks
Scheme


30 Marks

70 Marks

     40%

Term Work:

1. Instructor will frame experiments based on the suggested list of assignments.
2. Students will submit Term Work in the form of a journal that will include at least 4 to 5 practical assignments (2-3 practical assignments from each set of suggested list)  of Compiler Design and 4 to 5 practical assignments of  Software Engineering from the list given below. Each experiment will consists of pseudo-algorithm, program listing with proper documentation and printout of the output.

3. Practical Examination will consist of Performance and Viva-voce Examination based on the term work.
The assessment will be based on the following 
1. Performance in the practical examination

2. Record of programs submitted by the candidate.

3. Setting goals higher than expected from problem statement.

4. Innovation & Creativity.

5. Team building skills

6. Technical writing skills

Suggested List of Assignments

Compiler Design Practicals:

The following Practical Assignments should be completed in Unix/Linux environment.
Execution of the following programs using C-Language :

1. Write a program to implement lexical analyzer.

2. Write a program for conversion of infix expression to prefix and postfix expression.

3. Write a program for implementation of concepts of syntax analysis as a check for

    a) Imbalance parenthesis

    b) Invalid operator

4. Write a program for implementation symbol table using linear list.

Execution of the following programs using LEX tool :

1. Program to count the number of vowels and consonants in a given string.

2. Program to count the number of characters, words, spaces and lines in a given input file.

3. Program to count number of

    a) Positive and negative integers

    b) Positive and negative fractions

4. Program to count the numbers of comment lines in a given C program. Also eliminate    

    them and copy that program into separate file.

5. Program to implement a complete lexical analyzer for a small language in Lex.

6. Program to count the number of ‘scanf’ and ‘printf’ statements in a C program. Replace   

     them with ‘readf’ and ‘writf’ statements respectively.

7. Program to recognize a valid arithmetic expression and identify the identifiers and    

     operators present. Print them separately.

8. Program to recognize whether a given sentence is simpler or compound.

9. Program to recognize and count the number of identifiers in a given input file.

Execution of the following programs using YACC tool:

1. Program to test validity of a sample expression involving operators +, -,* and /.

2. Program to recognize nested IF control statements and display the number of levels of  

    nesting.

3. Program to recognize a valid variable, which starts with a letter, followed by any number  

    of letters or digits.

4. Program to evaluate an arithmetic expression involving operators +, -, * and /. 

5. Program to recognize strings ' aaab', ' abbb', 'ab' and 'a' using the grammar.

6. Program to recognize the grammar (An B, n >=10 ) .

Software Engineering Practicals:

Do the following for a target system such as Library management system, Railway Reservation system, student registration for a course, Airline reservation system, payroll management system etc. in a rational rose environment.
1. Do the Requirement Analysis and Prepare SRS (Software Requirement Specification). 

2. Using COCOMO (Constructive Cost Model) model estimate effort. 

3. Calculate effort using FP (Function point) oriented estimation model. 

4. Analyze the risk related to the project and prepare RMMM (Risk Mitigation, Monitoring,    

    and Management) plan. 

5. Develop time line chart and project table using PERT (Program Evaluation Review   

    Technique) or CPM (critical path method) project scheduling methods. 

6. Draw E-R (Entity Relationship) Diagrams, DFD(Dataflow Diagrams), CFD(Control Flow 

    Diagrams) and structured charts for the project .

7. Draw the  UML diagrams for a target system.


a.  Analysis diagrams: USE case view


b. OO analysis: discovering classes


c: Interaction diagrams: sequence and collaboration diagrams 


d: State Transition Diagram.


e: Component and Deployment diagrams.

8. Design of test cases based on requirement and design 

9. Prepare FTR(formal technical reviews) 

10. Prepare Version control and change control for software configuration items
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    Evaluation        Continuous Evaluation        ESE              Minimum Passing Marks
    Scheme                    50 Marks                            -                                 40%
Objectives:

1. To assess the ability of the student to study and present a Seminar on a topic of current   

     relevance in Computer Science & Engineering.

2. To assess the debating capability of the student in presenting a seminar on a technical 
     topic.

3. To train students to express and present ideas with self-confidence and courage.

Evaluation criteria

The Seminar is to be carried out in a batch of maximum two students. Seminar should be delivered by individual student using multimedia presentation and report should be submitted preferably using Latex. The assessment will be based on the following:

· Literature Survey

· Quality of Topic Selected & Preparation of Report

· Presentation Skills
· Discussion (with Audience)

· Final Report

· Participation (including Regularity)

General suggestions and expectations / guidelines

· The Seminar topics should be related to Computer Science & Engineering, and may be of interdisciplinary nature. 

· Textual topics will not be permitted.
· References for the topics should be from recent standard journals / magazines / conference of IEEE or any other professional societies of Computer Science & Engineering.
· A topic should have at least 2 references.

· The Reference paper should not be reproduced exactly as the Seminar report.

· Topics already taken by students in the previous years will not be permitted.

· The students must arrange regular meetings with the guide and present progress of 
Seminar work.

· A Spiral bound Seminar report to be prepared as per the guidelines and format given by the department
· The guides are advised to check for the formatting of the presentation and seminar report.

· Students must submit a report well before the end of the semester.
Format of Seminar Report

1. Use the A4 paper size (21cm x 29.7cm). All printed material including text, illustrations, and charts, must be kept within a print area. Top and bottom margins are 1.0 Inch and 1.0 Inch, respectively, left and right margins are 1.5 Inch and 1.0 Inch respectively. All text must be in a one column format. Text must be fully justified.

2. Chapter title: The Chapter title (on the first page of chapter) should centered, and in Times 16-point, boldface type. Capitalize the first letter of nouns, pronouns, verbs, adjectives, and adverbs; do not capitalize articles, co-ordinate conjunctions, or prepositions.
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